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Abstract. We introduce two metrics aimed at evaluating systems that
select facetvalues for a faceted search interface. Facetvalues are the values
of meta-data fields in semi-structured data and are commonly used to
refine queries. It is often the case that there are more facetvalues than
can be displayed to a user and thus a selection has to be made. Our
metrics evaluate these selections based on binary relevant assessments for
the documents in a collection. Both our metrics are based on Normalized
Discounted Cumulated Gain, an often used Information Retrieval metric.
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1 Introduction

Search interfaces to semi-structured data often provide ways of refining a full-text
search query by selecting values of meta-data fields. These fields —called facets—
and their values —called facetvalues— are then used to filter the results.

We can usually only present a limited number of such facetvalues to a user;
both because we have limited amount of space (on a screen) but also because we
do not want to put a burden of sifting through a large amount of facetvalues on a
user. So, out of all facetvalues a selection has to be made; this paper investigates
ways of evaluating such a selection.

In broad terms, we aim at finding a metric that prefers facetvalues that would
minimize navigation for a user; a metric that prefers the shortest navigational
path through the collection of documents. We want to guide a user in as little as
possible steps to all documents that are relevant to his query.

We view the setting in which the selection of facetvalues occurs as follows.
We have a collection of documents, some queries and binary relevance judgments
(by human assessors) for some documents in the collection for each query, we
assume all other documents irrelevant. Besides, we assume that a query defines



a strict linear order over the documents.! This ordering we assume given. So,
for each query we know which documents are relevant and how all documents
should be ordered. Also, all our documents are semi-structured, meaning that
they contain textual data (on which the ordering is based) as well as meta-data.
This meta-data determines to which facetvalues a document belongs.

2 DMotivation

While there has been work on evaluation faceted search systems from a user
interface perspective (Kules et al., 2009; Burke et al., 1996; English et al., 2002;
Hearst, 2006, 2008, 2009), no work has focused on ranking facetvalues from an
Information Retrieval perspective. We view our work as enabling research in that
direction and would propose doing so in an evaluation campaign with a setup as
described below.

Task Each participant receives the following: a) a collection of queries @; b) a
collection of semi-structured documents D; ¢) a strict linear order defined on
these documents for each query ¢ € Q; and d) a set of facets that may be used, the
corresponding facetvalues are dictated by the structured part of the document
collection. The task is then to return an ordered list or —depending on the
measure— tree of facetvalues that maximizes one of the two metrics defined in
this report.

Evaluation Both our metrics, as described in Section 3, can use simple binary
relevance judgments on document per query level. And both return a single
number that measures how good a list or tree of facetvalues is. This can be
averaged over all queries. To evaluate a participant, the following is needed: a) a
collection of semi-structured documents D; b) a strict linear order defined on
these documents for each query ¢ € @; ¢) binary relevance judgments for each
document d € D, for each query ¢ € @; and d) the submission of the participant:
a list or tree of facetvalues for each query ¢ € Q. 2

3 Two Evaluation Metrics

We introduce two new evaluation metrics. First the Normalized Discounted
Cumulated Gain which is an adaption of an existing metric NDCG as described
by Jarvelin and Kekéldinen (2002). Second, we introduce a new metric called
NRDCG which is recursive version of NDCG. Each of our metrics is meant to
measure the quality of an ordered list or tree of facetvalues. In Table 1 we first
introduce some notation, partly inspired by Dash et al. (2008).

1 Such an ordering can be based on some similarity score between textual data of the
document and the query

2 Note that these requirements imply that at least the INEX 2010 Data Centric Track
(Trotman and Wang, 2010) data and relevance judgments can be used with almost
no adjustments.



Table 1. Notation used for the definition of our metrics, inspired by Dash et al. (2008).

a

a document, consisting of triple < t, FV, R >. With free-text t, set of facetvalues FV and a set of
relevance judgments R consisting of rq € {0, 1} for each query ¢ € Q, where rq = 1 if the document
is judged relevant to query g by human judges.
D list of documents in arbitrary order
Dy list of documents D ordered by query g
Dy list of documents D filtered by facetvalue f (in arbitrary order). Or Dy = {d:de DA fe FV(d)}
f a facet value pair facet:value. A facetvalue is a property of a document, in filtering operations it preserves
only those documents that have this property.
F list of facetvalues.
FT tree of facetvalues.
a full-text query that can define an ordering on D
a set of full-text queries
Dgli...j] list of documents 7 up to j in the ordered list of documents Dg. Note that the result of D[-] and Df[z] is

Qa

arbitrary since the order of those lists is arbitrary.
t(d) the free-text t of document d
FV(d) the set of facetvalues FV of document d
r(d, g) the binary relevance judgment r of document d with respect to query q
R(D, q) list of the relevant documents given a query q that occur in list of documents D. Or R(D, q) = {d :
de DAr(d,g) =1}
n maximum number of facetvalues per navigation step
maximum number of resulting documents in which to look for relevant documents
used in NRDCG to balance direct Gain with Gain in drill-down, A = 0 causes NDRCG to reduce to
NDCG. 0 < XA < 1.

>

3.1 Normalized Discounted Cumulated Gain

This metric focuses on the following two rather loosely formulated aspects:
a) prefer facetvalues that would return a lot of relevant documents high in the
result list; and b) prefer facetvalues that would return relevant documents we
have not seen yet by earlier facetvalues. The first aspect can be measured by
counting the number of relevant documents end up in the top p of results if
the document-list D, were filtered by a facetvalue. The second aspect can then
be satisfied by discarding all relevant documents that were already covered by
earlier facetvalues, in a ranked list (or tree) of facetvalues. Our notion of Gain, as
explained below, is designed to capture both aspects. Because we use a discounted
measure we value the Gain of a facetvalue more if it is returned earlier in a ranked
list of facetvalues. If we allow the (binary) relevance judgments for documents
per query to transfer to facetvalues, we get graded relevance for facetvalues.
We want these relevance judgments —these gains— to reflect the number of
relevant documents in the top p result if a facetvalue were selected. Then, to
judge the quality of a ranked list of facetvalues, we could use the Normalized
Discounted Cumulated Gain (NDCG) measure (Jarvelin and Kekéldinen, 2002)
that is designed to evaluate a ranking using graded relevance.

In order to be able to compare DCG for several queries, a normalization step
is needed. We can use the regular version of Normalized Discounted Cumulated
Gain:

DCG(D, F,q)

NDCG(D,F,q) = TDCGID.)

(1)
With a regular definition of Discounted Cumulated Gain:
min(n,|F|)

DCG(D,F.q)= (m (2)
i=1 2



So far, nothing was new. Only our definition of Gain is adjusted to reflect
the transfer of relevant judgments of documents to facetvalues. We define Gain,
G(D,F,i,q) as follows:

i—1

G(D,F,i,q) = |R(Dg1,[1...p1,9) \ | R(Dg.1,[1...p],q) 3)

j=1

Note how this version of Gain does not take relevant documents covered by earlier
facetvalues into account; nothing is gained by returning the same relevant result
more than once. It forces the overall measure to prefer facetvalues that cover new
relevant documents.

Evidently, for the normalization step, we need to calculate how well an
ideal ranked list of facetvalues for this query would do; we calculate the Ideal
Discounted Cumulated Gain as follows:

I1G(D,i,q)
IDCG(D,q) Z ol T 1) (4)

Where our version of the Ideal Gain states that each ith facetvalue could cover
at most p new relevant document:

IG(D, i,q) = max(0, min(p, |R(D,q)| — (i = 1) - p)) ()

Since we normalized the measure for each query, averaging is simple:

NDCG(D,FT,Q) = — -y NDCG(D,FT,q) (6)

1
|Q‘ qeQ
3.2 Normalized Recursive Discounted Cumulated Gain

We could also look at the problem of finding the right facetvalues differently. In
a real (and possibly even optimal) system a user might have to navigate through
multiple facetvalues before he arrives at the desired (relevant) document. In other
words, that means that it might take a couple steps before all relevant documents
end up in the top p results. If we are trying to optimize this navigation we might
want to take into account the consecutive facetvalues —and their quality— that
a user encounters in a navigation session.

So, instead of looking for the optimal ranked sequence of facetvalues, we are
looking for an optimal ranked tree of facetvalues. We change the setting described
in the introduction; we now look for a facetvaluetree FT that optimizes our
recursive metric. Such a facetvaluetree F'T essentially consists of nested lists of
facetvalues and looks like this:

T:(fl(FTl)a"'afn(FTn)) (7)



For a tree F'T" we denote the children of the root with f;, and we use the notation
FT; to denote the subtree rooted at f;. The only (natural) restriction on this
tree is that paths may not contain a facetvalue more than once.?

We define a metric to evaluate this tree in a fashion similar to NDCG, but
defined recursively and thus called: Normalized Recursive Discounted Cumulated

Gain. RDCG(D, FT,q)
B LFT,q
NRDCG(D, FT,q) = IRDCG(D,q) o

We use a recursive version of DCG called Recursive Discounted Cumulated Gain,
that is not different except for that it sums up a Recursive Gain.

min(n,|FT|) )
RG(D,FT,i,q
RDCG(D,FT,q)= > 1<§(z+1)) Y
pt 2]

The Recursive Gain, RG, is a mixture model that is composed of a direct gain
borrowed from the normal N DCG and a recursive step. Note that for the recursive
call we shrink the document set with those that were displayed already; this
causes the measure to focus on unseen (relevant) documents in the remaining
steps of a drill-down session.

RG(D,FT,i,q)=(1—-\)-G(D,FT,i,q) + \- RDCG(D\ Dy 1,]1...p], FT;,q)

(10)
Setting A = 0 reduces the measure to NDCG. Setting A = 1 would lead to a zero
score (and even division by 0) thus this is not allowed. If A > 0.5, the recursive
part would get more weight, thereby preferring relevant documents to appear
later in a drill-down session. Given that we are after a quick navigation session,
we suggest setting 0 < A < 0.5.

Note that no explicit stopping criteria is needed as G(-) returns 0 for empty
document lists and RDCG(-) returns 0 for empty facetvalue lists.

Also, verify that we can indeed simply use G(D, F'T,,q) —even though that
function is defined on a list—, as the Gain function is only looking at the children
fi and f; of the root of FT. Documents (relevant or not) covered by ancestor
facetvalues are filtered out by the recursive call to RDCG(-), that is done using
D\ Dy ¢1...p] instead of simply D.

To normalize the RDCG, we will need an ideal version, Ideal Recursive
Discounted Cumulated Gain (I RDCG), which naturally is defined recursively:

min(n,|R(D,q)|)

ITRG(D,i,q)
IRDCG(D,q) = ; logy(i+ 1) (11)

IRG(D,i,q) =(1—=)X)-IG(D,i,q) + A\- IRDCG(D\ R(D,q)[1...p],q) (12)
As with NDCG, we average over all queries to arrive at NRDCG (D, FT, Q).

3 This restriction is needed because we only filter out the top p results in the recursive
call to RDCG, and not all documents that are covered by a facetvalue



4 Conclusions

We have have introduced two related measures for evaluating rankings of facetval-
ues. One might prefer NDCG over NRDCG for its simplicity while the recursive
variant might be preferred because it is much more fine grained. Meaning that
NRDCAG is better at judging a selection of facetvalues were the number of relevant
documents is small and harder to retrieve.

Even though we did not include experimental results, our experiments have
shown that both measures rank systems that are expected to perform better
higher. That is a necessary —not sufficient— indication that our measures perform
as intended. Future work should look into proper evaluation of the introduced
metrics. The next opportunity to do so will be the INEX 2011 Data Centric Track
on Faceted Search where our metrics will be used for evaluation. We expect that
either or both of our evaluation metrics will foster the development of systems
that focus on strategies of selecting the right facetvalues.
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